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musthofagalihpradana@upnvj.ac.id Abstract— One of the most important sectors 

related to the food security of a country is the agricultural sector. Considering rice plants 

are currently the largest commodity, the amount of rice production becomes the 

biggest concern.  

 

One of the factors influencing the fertility of rice is the rice plants diseases. The 

innovation are conducted to overcome this problem by collaborating with various 

sectors, one of them is computer science, especially computer vision. Deep learning 

methodology is a branch of computer vision and convolutional neural network (CNN). It 

is often used since it can compress features automatically and more efficiently. Hence, it 

can produce the accurate classification. Alexnet is an architecture or model on CNN for 

images classification. This study compared two optimizers, namely the Adam and SGDM 

optimizer.  

 

The result study obtained the best validation accuracy of types classification of rice leaf 

is the Adam optimizer as 10 epochs and a learning rate of 0.0001 as 95.33 %. The Adam 

optimizer generate a preferable validation accuracy than SGDM optimizer in a training 

dataset by the slightly epochs. However, a large number of epochs SGDM are better in 



training epochs. Keywords— CNN, rice plant, Adam, SGDM I. INTRODUCTION Deep 

learning is branch of machine learning to set computer in accompanying humans work 

as the computer learn training process [1].  

 

In pattern recognition, deep learning is one of important topic that effectively can solve 

a problem in identification of disease particularly vegetable pathology. Deep learning 

usually is conducting for complex features selection and accompanying in the larger 

dataset. This technique is useful to improve performance or accuracy on machine 

learning in order toward selecting features. The most popular deep learning method is 

the Convolutional Neural Network (CNN) for image processing [2], [3], [4]. CNN can 

handle image dataset and these techniques are belongs to deep learning type since its 

depth in the network.  

 

The advantage of CNN can shorten features automatically and efficiently so that the 

classification results are accurate [5], [6]. The agricultural sector is one of the most 

crucial sectors related to the food security of a country [7]. Considering rice plants are 

the largest commodity today, then total production of rice is the biggest concern [8]. 

The rice plants disease is one of the affecting factors of rice fertility. Improper or 

inaccurate treatment effects failure cropping resulting in decreased rice production as 

well as reduced farmers’ income. The rice plants disease symptoms are difficult to 

distinguish especially advanced symptoms [9].  

 

Countries with rice as their staple food are innovating to overcome that disease 

aggressively. It was conducted in order to stabilize the readiness of the basic 

commodities. The innovation can be conducted by collaborating in various sectors, for 

example computer science. The collaboration between agricultural sector and computer 

science related to the pattern recognition using a computer vision system. This system 

can identify rice plants diseases, so that the farmers can treat these diseases easily [10]. 

The use of machine learning in deep learning is usually for complex features selection 

cases and conducting in large dataset.  

 

This is useful to improve selecting features performance quickly. The popular deep 

learning method is the convolutional neural network (CNN) because it is often used. 

CNN can shorten features automatically and efficiently so that the classification results 

are accurate [5], One of the CNN architectures or models is ALexnet. This study used the 

Alexnet architecture by Adam and SGDM optimizer to find the highest validation 

accuracy on rice lead disease dataset. II. STATE OF THE ART A.  

 

Rice Plants Rice plants are a food crop in grass clumping appearance from two 

continents, Asia and tropical as well as subtropical West Africa. Rice plants are grown 



since 3,000 BC in Zhejiang, China [11]. Most of half population in the world, especially 

from developing countries including Indonesia eats rice as the staple food to meet their 

daily food [12]. Rice plants have spiritual, cultural, economic and political values toward 

the Indonesian people as they can meet the population needs [13]. Rice plants as the 

staple food can meet 56-80% of the people calories in Indonesia [14].  

 

Division : Spermatophyta, Sub division : Angiospermae, Class : Monocotyledoneae, Ordo 

: Poales, Family : Graminae, Genus : Oryza Linn, Species : Oryza sativa L. B. Digital Image 

Image is a 2-dimensional picture. In Mathematics concept, image is a continuous 

function of 2-dimensional light intensity [15]. The bit is the smallest unit of digital image 

and it represents in binary numeral systems. Its value can be 0 or 1. A set of the 8-bit is a 

data unit called byte and its value can range from 0 to 255. A set of bytes with specific 

structure is called the 8-bit digital image in software. Pixel (picture elements) is a dot 

that refers to the smallest element in images.  

 

The numeric number (1 byte) of pixel represents the digital number (DN). The DN can be 

displayed in gray, ranging from 2022 International Conference on Informatics, 

Multimedia, Cyber and Information System (ICIMCIS) 978-1-6654-7327-9/22/$31.00 

©2022 IEEE 348 white and black (gray scale), related to the detected energy level. The 

correct pixels composition will create an image. C. Convolutional Neural Network (CNN) 

One of the neural network types in image data is usually CNN. Convolutional neural 

network (CNN) belongs to deep learning type since its depth network. The deep 

learning is branch of machine learning to set computer in conducting humans work as 

the computer learn training process [1], [16], [17].  

 

The main components in CNN are Convolution Layer, Pooling Layer, Fully Connected 

Layer, and Dropout. Fig. 1. Basic Architecture of CNN [18]. [1]. 1) Convolution Layer 

Convolution layer is a main layer in CNN method. The convolution layer itself is 

produced a new image which shows the input image features. Each image applies a 

convolution layers filter in the process. The layer consists of neurons which are arranged 

as a filter with the width and height (pixels). As an example, the first layer of extraction 

layer feature is convolutional layer of size 6x6x3 where the width is 6 pixels, the height is 

6 pixels, and the weight is 3 based on the figure channel.  

 

These three filters will be switch to entire parts of image. Every movement will be 

operating on dot between the input and the filter value then it generates an output 

called an activation map or feature map [19]. 2) Pooling Layer Pooling layer represents a 

function layer for Feature Maps as an input even processing it to various proximate 

statistical operations pixel. In the CNN model, the pooling layers are usually inserted 

behind several convolution layers regularly. This layer can reduce the output volume on 



Feature Maps progressively. Therefore, this layer can decrease the parameters and the 

network calculations as well as control over fitting.  

 

The important thing of constructing the CNN model is selecting the multiple types of 

pooling layers in order to be worthwhile for model performance. In essence, the pooling 

layer contains a filter with the specific size and stride and it will be move across the 

feature map area. Commonly, the pooling layers use Max Pooling and Average Pooling. 

Its aim to decrease the feature map (down sampling) dimensions, thereby speeding up 

th computation and reducing parameters reform and overcoming over-fitting [20].  

 

3) Fully Connected Layer Fully connected layer has a good level of accuracy [18], [21], 

the feature map result from feature extraction is still on a multidimensional array, 

therefore it should be flatten or reshape into a vector for the fully-connected layer input. 

The fully-connected layer contains the activity neurons from the previous layer to the 

next layer as an artificial neural network. Every activity from the previous layer needs to 

be converted into one-dimensional data before linked to all neurons in the 

Fully-Connected layer.  

 

The Fully-Connected Layer is usually applied in the Multi-layer Perceptron method and 

intended to process the data so that it can be classified. The difference between the 

Fully-Connected layer and the regular convolutional layer is the neurons in the 

convolutional layer linked to the certain input area. Meanwhile, the Fully Connected 

layer has neurons linked to all parts. However, both layers still operate dot products, so 

their functions are same. Fig. 2. The Fully Connected Layer 4) Dropout Fig. 3. The 

ordinary neural network Fig. 4.  

 

The Neural Network Subjected Dropout Technique Dropout is a neural network 

regularization technique where several neurons will be randomly selected and do not 

used in training. These neurons are discarded randomly. It means that the contribution 

of the discarded neurons will be temporarily stopped by the network and the new 

weight is also not applied to the neurons at the back propagation. Dropout is a process 

to prevent over fitting and advance the learning process. Dropout refers to remove 

either hidden neurons or visible layers on the network. Omit a neuron means omit 

neuron temporarily from the existing network. III. RESEARCH METHODOLOGY The 

research material is rice leaf image affected by the disease.  

 

This leaf image was obtained on kaggle,com website. There are 4 types of rice leaf 

images, namely Brown Spot, Hispa, Leaf Blast, and Healthy (well). The research data was 

X1 X2 X n y y Output Value Input Layer Full Connected Layer Output Layer 2022 
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(ICIMCIS) 349 1,000 images, where 250 images each type. In this study, 700 images as 

the training data and 300 images as the testing data. It means that there were 175 

training images and 75 testing images of each type. The several rice plants diseases in 

this study as follows: TABLE I. IMAGES SAMPLE N .  

 

Disease Image Sample 1 Brown Spot 2 Hispa 3 Leaf Blast 4 Healthy (Well) To design the 

CNN model for predicting Rice Leaf Disease, several phases were defined as shown in 

the Figure 5 below: Fig. 5. Flowchart System Design In the first stage, the researchers 

designed a CNN model to classify images. Then, the data was preparing the data by 

collecting each type of rice disease based on its type. After that, the researchers 

conducted the preprocessing process includes, cropping, and resizing. The next step 

divided the dataset into 2 parts for each type, namely the training dataset and the 

testing dataset.  

 

The classification was conducted randomly by the system. Furthermore, the researchers 

tested the CNN model using the training dataset. At this stage, many experiments 

conducted by varying the CNN model configuration to find the optimum validation. IV. 

RESULT AND DISCUSSION The first stage was the pre-processing stage. This stage was 

cropping and resizing. The reason of conducting cropping was making the CNN can 

process the images by focusing on the disease. In addition, the images will be resized to 

size 227 x 227 pixels. The cropping process should be accurate with the disease images 

so that it can be clear and well-studied by the CNN model.  

 

Meanwhile, resizing is conducting to align the images size before entering the CNN 

model. The following is an image sample before and cropping: TABLE II. IMAGES 

CROPPING No. Type Before Crop After Crop 1 Brown Spot 2 Hispa 3 Leaf Blast 4 Healthy 

The next stage was the training stage. In this research, the researchers conducted 

training data using the Alexnet architecture. Besides, the researchers also tried several 

optimizers, including the Adam optimizer and the Stochastic Gradient Descent with 

Momentum (SGDM) optimizer.  

 

The training process has different results and loss accuracy values, although results and 

loss generated by each optimizer are not significantly different. In this training process, 

several trainings were conducted using the two optimizers with different configurations 

of the epoch and learning rate. A. The first training using Adam optimizer Fig. 6. The 

Accuracy and Loss Chart of the First Training The configuration of the first training can 

be seen as follows: • Epoch : 10 Collecting Data Images Processing CNN Design Data 

Training Data Testing Result Accuracy Model’s Testing 2022 International Conference on 

Informatics, Multimedia, Cyber and Information System (ICIMCIS) 350 • Activation 

function : relu • Learning Rate : 0.0001 By using the configuration as above, the 



validation data accuracy is 95.33% where the training time of 16 minutes 9 seconds.  

 

The details will be shown in the following figure: Figure 6. showed that the training 

process experiences consistency as 5 epochs to 10 epochs. The confusion matrix table 

from the first training is as follows: Fig. 7. The Confusin matrix of First Training The 

confusion matrix figure 7 represents the classification results of 300 data testing / 75 

data of each type. Based on the table above, it can be seen that the 75 testing data 

tested, none of them are classified as disease type (100%) correctly. The highest 

accuracy was hispa disease (97.3%), where only 2 images classified as Leaf Blast disease. 

B.  

 

The second training using Adam optmizer This second training used the same optimizer, 

but the epochs were increased with the assumption that the CNN model will process 

more so that the accuracy value is expected higher. The configuration was as follows: • 

Epoch : 20 • Activation function : relu • Learning Rate : 0.0001 Based on the 

configuration above, the validation data accuracy is 91.67% where a training time of 34 

minutes 15 seconds. The details will be shown in the following figure: Fig. 8. The 

accuracy and loss chart on the second training Based on the Figure 8., the training 

process experiences consistency as 10 epochs to 20 epochs. The confusion matrix table 

was as follows: Fig.  

 

9. The confusion matrix of the second training Based on the Figure 9., there is no type of 

disease that as a whole (100%) is classified correctly according to its type from 75 

testing data. The highest accuracy value was healthy leaf species, namely 96.00%, where 

only 3 images classified as Brown Spot, Hispa, and Leaf Blast. C. The third training using 

the SGDM optimizer This third training using the SGDM optimizer configuration can be 

seen as follows: • Epoch : 10 • Activation function : relu • Learning Rate : 0.0001 Based 

on the configuration, the validation data accuracy was 76.67% where a training time of 

15 minutes 25 seconds. The details will be shown in the following figure: Fig. 10.  

 

The accuracy and loss chart on the third training The confusion matrix table from the 

third training was as follows: Fig. 11. The confusion matrix of the third training 2022 

International Conference on Informatics, Multimedia, Cyber and Information System 

(ICIMCIS) 351 Based on the figure 11, there is no type of disease that as a whole (100%) 

classified correctly according to its type from 75 testing data tested for each type. The 

highest accuracy value was the Brown Spot leaf type (84.00%) where 2 images classified 

as healthy, 7 images classified as Hispa, and 3 images classified as Leaf Blast. D.  

 

The fourth training using the SGDM optimizer This fourth training used the same 

optimizer as before, the epochs was increased with the assumption that the CNN model 



will learn more. The researchers expected that the accuracy value will be higher. The 

configuration was as follows: • Epoch : 20 • Activation function : relu • Learning Rate : 

0.0001 Based on these data, the validation data accuracy was 91.00% where a training 

time of 28 minutes 51 seconds. The details will be shown in the following figure: Fig. 12. 

The accuracy and loss chart if the fourth training The confusion matrix table of the 

fourth training was as follows above fig. 13.  

 

Based on the figure 13, there is no type of disease that as a whole (100%) is classified 

correctly according to its type from 75 testing data. The highest accuracy value was the 

Brown Spot leaf type (96.00%) where 1 leaf image classified as healthy leaf, and 2 leaf 

images classified as Leaf Blast. Fig. 13. The confusion matrix of the fourth training The 

several training results are presented in the following table 3. Based on the results table 

3, the highest validation accuracy value was Adam optimizer as 10 epochs and the 

learning rate was 0.0001 of 95.33%.  

 

In addition, the Adam optimizer produced better validation accuracy values than the 

SGDM optimizer in a training dataset with small epochs. However, SGDM was better in 

the training time with high epochs. TABLE III. THE CONCLUSION OF TRAINING RESULTS 

No . Epoc h Activati on Functio n Learni ng Rate Optimizati on Accura cy Time Trainin g 

1 10 Relu 0.000 1 Adam optimizer 95.33% 16 minutes 9 seconds 2 20 Relu 0.0001 Adam 

optimizer 91.67% 34 minutes 15 seconds 3 10 Relu 0.0001 SGDM optimizer 76.67% 15 

minutes 25 seconds 4 20 Relu 0.0001 SGDM optimizer 91.00% 28 minutes 51 seconds V.  

 

CONCLUSION Based on the research results of the Adam and SGDM optimizer on the 

CNN model using an image of rice leaf disease, the Adam optimizer produced better 

validation accuracy than the SGDM optimizer in a training dataset with small epochs. 

However, SGDM is better in the training time with high epochs. Furthermore, a 

comparison can be conducted between Adam and SGDM optimizer with other 

optimizers on the CNN model in classifying this rice leaf disease. ACKNOWLEDGMENT 
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